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One of the most popular research topics
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. Generative Adversarial Networks th

® Generate realistic outputs

B Generator models the data distribution
given x~pgqrq (x), find Proger (X5 0) = Paqra (x)

B Maps random noise z to semantic space

® The output should be as realistic as possible
No blur edges, high resolution
Vivid color
Turing test

2014 2017



https://www.eff.org/files/2018/02/20/malicious_ai_report_final.pdf

. Generative Adversarial Networks

D and G play the two-player minimax game

—» Generator —

Generates samples to fool
the discriminator, minimizes

log (1 — D(G(z)))

Distinguishes: the image is from
the generator or from the
dataset, maximizes

log(D(x)) and log (1 — D(G(z)))

Discriminator

= minmaxV(D,G) = Exp,p0(0 [log(D ()] + Ezep,z) [log (1 — D(G(z))) ]

n Goodfellow, lan, et al. "Generative adversarial nets." Advances in neural information processing systems. 2014.
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G: generator, D: discriminator

® Update D
fori=1, D-steps do
sample m noise samples G(z) and m real samples x from dataset
update D, ng%Zﬁl [logD(xi) + log (1 -D (G(z‘)))]
B Update G
fori=1, G-steps do
sample m noise samples G(z)

freeze D, update G, Vgg% Q’;llog<1 -D (G(z")))
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Example

® linearly interpolating (Goodfellow et al. 2014)
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® Vector arithmetic for visual concepts (Radford, et al. 2015.)

man man woman

with glasses without glasses without glasses woman with glasses
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It is hard to train

Hard to balance the update of G and D
Mode collapse
G only repeats the same image or copy the image in the real dataset

® D is too strong

the generator cannot get enough information to improve
® D is too weak

the generator will produce unrealistic images
B Put too much semantic information in one dimension



. Comparison with VAE

Variational Autoencoder
® Which information is missing in VAE's training?

real example

— 3

1-pixel error

hhu
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output layer

—_—

hidden layer

3-pixel error

https: //vvwvv cs. hhu de/flleadmm/ledaktl0n/FakuItaeten/Mathematlsch



https://www.cs.hhu.de/fileadmin/redaktion/Fakultaeten/Mathematisch-Naturwissenschaftliche_Fakultaet/Informatik/Dialog_Systems_and_Machine_Learning/052020_vae.pdf
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® GANs are more sensitive
® GANs perform better than VAE if we fully optimize the model
® VAE is more stable

® Fréchet Inception Distance (FID)
Measure the quality of generated samples, the lower is better

Dataset = MNIST Dataset = FASHION-MNIST Dataset = CIFAR10 Dataset = CELEBA
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® Maps a random noise space to the semantic space
B Generates vivid outputs

B Sensitive to parameter choosing

® Hard to train, not stable
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We want to generate samples based on some given information

B |mage to image

Labels to Street Scene Labels to Facade BW to Color

oput output
Day to Night Edges to Photo

output input output



https://phillipi.github.io/pix2pix/
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Text to Image

this small bird has a pink this magnificent fellow is
breast and crown, and black almost all black with a red
primaries and secondaries. crest, and white cheek patch.

the flower has petals that this white and yellow flower
are bright pinkish purple have thin white petals and a
round yellow stamen
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Why can’t we use supervise learning?

A Natural Image Manifold
MSE-based Solution

”pixel-wise average
) of possible solutions”




. Conditional GAN

Generator

The image is .
Discriminator
- real or not
The image is related
to the condition or not -

hhu
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. Text to Image

Reed et al, 2016

® Model structure
This flower has small, round violet

petals with a dark purple center

Lo
\ TN = = D(Z, (1))
L

Discriminator Network

This flower has small, round violet -
petals with a dark purple center €r = G(z 5 SD(t))

a0
!
2~ N(0, 1)E-:::

Generator Network

® Example
Interpolating “This bird is bright.” — “This bird is dark.’
Fixed random noise 5

S’
“~) '
.
.

Fixed sentence embedding




. How about text to text or image to text th

B Seq2seq y; <\s>
<s> x X <\s> <s> »n V2 V3

® Tend to generate an “average” response
“ don’t know”. L
“I'm sorry.”

P = | [PGilyaia )
i=1

® How do we fit this to the cGAN structure?
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Directly fit into the cGAN framework?

B Cannot update G because the sampling process is not differentiable

mEEEn—{()

Y1 Y2 ys <\s> | sampling

sdoray + 0.1

cat->cat+0.17?
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Pass distribution instead of sampling token

B The real data is discrete (one hot representation)

B The distribution cannot fool D .

ACEA AN A

<s> w w, <\s> <s> w w, ws

®m Use reinforcement learning!
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Using reinforcement learning to update

output
B Update G
D is the “environment”
Use policy gradient to update G Environment
Generator .
(Discriminator)
reward
® Update D rrmmeemmn e :
use supervise learning o True data: ©-0-0-©-0O !
0000 .
. geeeey

Real World ' 0-0-0-0-0 ' Train
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SeqGAN with policy gradient

® Without intermediate reward

B the generator (policy): Go(y¢|Y1.6—1)

= maximize expected end reward Jo = E[R7|so, 0] = X ey Go(V1150) ng (50, V1)
Ry comes from discriminator D,
Qg: (s, a) is the action-value function, the expected accumulative reward

. ng (s= Yir_i,a= YT) = D(p(Yl:T)

reward only at the end of the sentence
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Use RL to train the sequential generator

C: “What’s your name?” G: “I am fine.”
D(C,G) is negative, update 6, to decrease logPeg(GIC)
logPg, (G|C) = logPg, (x1]C) + logPg, (x2|C, x1) + logPg, (x3]C, X1.2)

I 1 ll

B However, "I am John.” is a positive example.
How to get the intermediate reward? Use Monte Carlo search

Yu, Lantao, et al. "Seqgan: Sequence generative adversarial nets with policy gradient.” Thirty-First AAAI Conference on

Artificial Intelliaence. 2017.
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N-time Monte Carlo search

u ng (s =Yir_1,a =yr) = Dy (Y1)

m (Y, ..., Y} = MCOA (Y5 N)

1¢nN n n G
—Yo-1D,(Y]), Y € MC"B(Y;.4,;N) fort < T
u ng(s = Y1:T—1,a =yT) =4{N =t (P( 1.T) v ( Lt )

Dy (Y1:4), fort =T

G Next MC D

action search
Reward
State
— Reward
Reward
T Reward
|

Policy Gradient
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® [nput “condition” to G and D
B For sequential generator
use reinforcement learning to update G
utilise Monte Carlo search
more computational power
more unstable
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Train the dialogue agent (generator) (Li, et al, 2017)

® Open-domain dialogue
® with the dialogue history and the user utterance
B to generate the system response similar to human response

Input tell me ... how long have you had this falling sickness ?
Vanilla-MLE i’m not a doctor .
Vanilla-Sample well everything you did was totally untrue .
REINFORCE i don 't know how long it ’s been .
REGS Monte Carlo A few months, I guess .
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Estimate the reward function (discriminator) (Liu, et al, 2018)

B Task-Oriented
m the reward function can be

o4}
[}

learned as a discriminator ~4- Pretrained Baseline
84| —®- Designed Reward
n Oracel - —-4&- Adversarial Reward
. X Oracle R d
+1 success, +0 falil e e
- m e _
® Human design: e S
. [} //
+1 for each correct informable 5 Jrena, a
slot . N ‘\1 Ao b
o N7
. . g P, ‘ //
if all informable slots are 8., A" % pr
correct, +1 for each success ARSI W o Sra N S W
requestable slot 72

0 1000 2000 3000 4000 5000 6000
RL Training Dialogs
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® Pros
Powerful to generate photo-like images
Model the data distribution
Learn the representation of semantic space by mapping the noise
cGANSs have various generation condition
®m Cons
Training and tuning GANS is not trivial
Not stable
Require a huge amount of computational power
® Potentials

GANSs on the natural language (sequential generating) still need to
improve
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Thank you
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